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Confidential Container: Inheriting Both Benefits of Container TeeMate: Confidential Container with
and Confidential Computing Minimal Performance Overhead
 Benefits of Containerization * TeeMate reduces bootstrap latency more than 5 times
* Cloud providers manage system resources (e.g., cgroup)
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 Benefits of Confidential Container At 990 0% ¥ o i e
 Users can easily protect and deploy their workloads | o |
_ ] ] Latency comparison of serverless applications on 1) native serverless framework
while cloud providers still manage the system resources (OpenWhisk), 2) strawman, and 3) TeeMate
Motivation: Confidential Container Suffers from Large Native = Strawman = TeeMate Native mStrawman = TeeMate
100 =100
Performance Overheads 2 F
&= 1 E
 Performace overheads of Confidential Container § » 2"
1. Large bootstrap time due to the enclave memory measurement 5 oo 3
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» Need to create every enclave (or cVM) for every confidential 32 64 128 256 512 1024 32 64 128 256 512 1024
container creation Database Size (MB) Database Size (MB)
. Latency and throughput comparison of 1) native database (Redis), 2) strawman,
2. No fork-based bootstrap due to the strict memory management and 3) TeeMate
» When creating a confidential container through fork, entire
parent’s memory should be transferred through an encrypted Design of TeeMate
channel « TeeMate designs memory abstraction and thread abstraction such
Function Execution = Enclave Creation that different containers of the same enclave have their own view of
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Latency of creating new function instance Latency of creating a child process for snapshot
in confidential serverless computing in confidental Redis database container o Namespace and cgroup
 Apply to each container as before
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Conclusion

 We can host multiple containers with a single enclave (or cVM)
* Cloud providers still manage the resources based on the container |* We propose TeeMate, which solves the performance issues of
 User’s workloads still protected by confidential computing confidential container with groundbreaking ideas.

» But, no bootstrap overheads & Fork based memory sharing

 TeeMate breaks the premise that an enclave (or cVM) should be
dedicated to only a single container.
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 TeeMate shows that the container abstraction still works while they are
served by a single enclave.

Protection boundary of confidential computing
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Key approach of TeeMate
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